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AVALIAÇÃO DA EXPERIÊNCIA MOMENTÂNEA DO USUÁRIO COM
AGENTES CONVERSACIONAIS USANDO UM DISPOSITIVO DE

ELETROENCEFALOGRAFIA

RESUMO

Todos os aspectos da experiência do usuário podem ter um papel na obtenção de senti-
mentos sobre um determinado produto. UX momentâneo refere-se a quaisquer mudanças
de sentimentos durante a interação, no momento em que ocorre. Para avaliar a UX mo-
mentânea, foram utilizadas medidas eletrofisiológicas. O objetivo deste estudo é comparar
episódios momentâneos de UX enquanto os participantes interagiam com diferentes agen-
tes conversacionais. Trinta e seis participantes de ambos os sexos foram divididos em
três grupos para realizar as mesmas tarefas. O primeiro grupo foi o grupo de controle
que usava o mecanismo de pesquisa do Google no navegador Chrome; o segundo grupo
usou a Assistente do Google usando o teclado e o terceiro usou a Assistente do Google
usando comandos de voz. O dispositivo Emotiv Insight e questionários UX foram usados
para coletar dados. Os resultados entre os grupos, tanto do eletroencefalograma quanto
dos questionários, foram consistentes e as diferenças foram discutidas. Houve diferença
na UX momentânea do usuário em relação aos níveis de excitação coletados pelo EEG
quando eles interagiam com agentes de conversação por voz. A principal contribuição é o
uso da eletroencefalografia como instrumento para medir a UX momentânea e inferir que a
interação pela voz mostra particularidades emocionais.

Palavras-Chave: Agentes Conversacionais, UX Momentânea, Eletroencefalografia, Emotiv.



ASSESSING MOMENTARY USER EXPERIENCE WITH
CONVERSATIONAL AGENTS USING AN
ELECTROENCEPHALOGRAPHY DEVICE

ABSTRACT

All User Experience aspects can play a part in eliciting feelings about a certain product.
Momentary UX refers to any changes of feelings during the interaction at the moment it
happens. To be able to evaluate Momentary UX, electrophysiological measures have been
used. The aim of this study is to compare Momentary UX episodes while participants in-
teracted with different conversational agents. Thirty-six participants of both genders were
divided into three groups to perform the same tasks. First group was the control group us-
ing Google’s search engine in Google’s Chrome browser; the second group used Google’s
Assistant using keyboard and the third used Google’s Assistant using voice commands. An
Emotiv Insight device and UX questionnaires were used to collect data. The results be-
tween groups from both the electroencephalogram and questionnaires were consistent and
differences were discussed. There was difference in the user’s Momentary UX regarding
their excitement levels collected by the EEG when they were interacting with conversational
agents by voice. The main contribution is using electroencephalography as a instrument
to measure Momentary UX and inferring that the interaction using voice shows emotional
particularities.

Keywords: Conversational Agents, Momentary UX, Electroencephalography, Emotiv.
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1. INTRODUCTION

Products like conversational agents (CAs) or dialogue systems, such as chatterbots
and personal assistants are becoming popular [1]. Examples of these include personal
assistants on mobile devices, from technical support help, as well as online chatbots selling
products or services [2].

The use of chatbots are gradually arising in fields such as search, customer sup-
port, and entertainment. These conversational agents have captured the interest of users
and companies, and have been part of headlines [3]. Most conversational agents or chatbots
interact with users in text or speech and may offer different features or functions depending
on their conversational platform [4]. According to Ho et al. [5], participants who interacted
with CAs had emotional and relational experiences.

Some platforms also include elements that can enhance the experience of CA us-
ing pictures, sounds, buttons, quick replies, and other features [3]. Users demonstrate to
have a growing interest in CAs for productivity tasks, entertainment, and communication.
Since chatbots are predicted to be a new way for users to interact with services, it is crucial
to understand how people experience it [6, 7].

It is also important to understand the user’s feelings, state of being, sensations and
emotions during the interaction with a product in order to be able to promote a good experi-
ence. Since the experience refers to many aspects, the moment and form of interaction with
said product needs to be considered as part of the user experience (UX) as well [8].

UX is associated with a large range of fuzzy and dynamic concepts such as emo-
tional, affective, experiential, hedonic, and aesthetic variables which makes it more complex
to get an agreement on a universal definition [9]. Roto et al. [10] describes UX as an overall
designation of how people have experienced a period of encounter with a system.

All UX aspects can play a part in eliciting feelings about a certain product. UX
depends on the user’s existing needs, expectations, and former experiences. Therefore, a
good and satisfactory UX is subjective [11]. According to Schulze and Krömker [12], since
the use of interactive applications has become an essential part of everyday life, users ex-
pect satisfying experiences, thus UX research needs approaches and methods for evaluating
experience. Bargas-Avila and Hornbæk [13] states that the most frequent existing methods
of UX evaluation combine during and after measurements, in which users are observed
when interacting and their experience is evaluated afterwards.

When discussing UX evaluation, the time span of a specific interaction should be
taken into consideration. Roto et al. [10] states that the actual experience of usage does not
cover all relevant UX concerns. Other experiences extends after usage, through reflection
on previous usage or, through changes in people’s opinion and judgment of use. With that in
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mind, we must consider different time spans when discussing user experience. UX can refer
to a specific feeling during the interaction, the judgment of a specific experience episode,
views and consideration on a system as a whole after several uses. UX can also refer to a
period before the first use, an expectation, or any moment related to the experience: before,
during and after [10, 14].

There is a contrast between ‘experiencing’ and ‘an experience’, so that calls at-
tention to what is the suitable time span when focusing on one user experience and its
evaluation. Two extremes would be focusing on what a user experienced for a brief moment,
for example, and on the other end, focusing on cumulative experience formed through many
episodes of use and periods of non-use [10, 14].

Thus, Momentary UX refers to any changes of feelings during the interaction at the
moment it happens. Anticipated UX relates to the user’s expectations before the first interac-
tion, a thought or imagination of a interaction. Episodic UX is the thoughts and assessment
of one specific episode. Cumulative UX refers to the view on the system as a whole, after
having used it for a while [10, 14].

In order to measure and evaluate the different time spans of UX, different ap-
proaches are used for each type. The evaluation of a user’s experience could be a difficult
task. Several studies implemented questionnaires to find out about the UX while in differ-
ent environments [13]. For Momentary UX, there is a complexity to its evaluation because
if the user feels or experience any interference during usage, it may change the result of
the evaluation. So, if the user interrupts the experience and lose their concentration to an-
swer a questionnaire, for example, the feelings during the interaction may suffer disturbance
[10, 14].

To fulfill this need of evaluation, electrophysiological measures have been used.
Measures of heart rate, sweat detection, brain activity and others have been used to mea-
sure what is happening and changing related to the users feelings while experiencing an
encounter with such system [15]. Hardware and software systems have been developed to
capture and decode emotions through brain electrical activity. The convenience of this can
be justified in a way that brain activity has direct information about emotion, therefore can be
analyzed for that purpose [16, 17].

For instance, the electroencephalogram (EEG) systems offer the possibility of gath-
ering metrics while the user is perfoming a task during the experience, without any distur-
bance [15]. The brain activity is a biological signal that has unique characteristics and also
features that can determine patterns which are worth recording and processing. The EEG
is a record of the change of electricity caused by brain activity and has been the most exten-
sively used signal because it measures brain electrical activity. Also, it offers the possibility
of higher resolution and accuracy of data when compared to other techniques, while being
non-invasive - that is, can be collected by electrodes attached to the scalp [18, 19]. Also,
EEG signals could be measured at any moment and they are not dependent of other activ-
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ities such as speaking or facial expressions or even answering questionnaires, which could
disturb the purpose of the analysis by distraction, for example [20].

The Emotiv Insight is one EEG device that captures signals using a non-invasive
method. The signal is measured and processed directly by the EmotivPRO software, devel-
oped by the same creators as the device, taking out the complexity of reading and under-
standing raw brain activity. The software allows to capture metrics of performance - which
are divided into: interest, excitement, engagement, relaxation, focus and stress; among
other features. These metrics of performance are generated by EEG measures, and could
be presented in real time using brain computer interface (BCI) systems [16, 19, 21].

In this context, the aim of this study is to evaluate the Momentary UX with con-
versational agents’ interaction episodes. The analysis used an Emotiv Insight EEG device
to collect brain activity and provide performances metrics to analyze aspects of Momentary
UX, as well as collected other measurements, such as questionnaires, to further investigate.
The specific objectives were to compare the user’s Momentary experience of interaction with
a chatbot using keyboard, chatbot using voice and the control group using Google’s search
engine; to associate the results collected from the EEG device and questionnaires.
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2. BACKGROUND

This chapter provides context and background of the terms we are using in this
study. In Section 2.1 we discuss UX, in Section 2.2 we discuss the Time Spans of UX, in
Section 2.3 we discuss UX Evaluation, in Section 2.4 we discuss Electrophysiologic Mea-
sures and in Section 2.5 we discuss Conversational Agents.

2.1 USER EXPERIENCE

Existing definitions for user experience range from a psychological to a business
perspective. Law et al. [22] states that it is intriguing that the notion of UX has been widely
disseminated and quickly accepted in the human computer interaction (HCI) community with-
out it being clearly defined or well understood. According to Roto et al. [10], there is not one
single definition that suits all perspectives of it.

The great interest around UX - both in industry and academia - might be attached
to the fact that HCI experts have become aware of the limitations of the usual usability
framework, which focuses mainly on user cognition and user performance [9].

The multidisciplinary nature of UX has led to many definitions and perspectives,
each approaching the concept from a different viewpoint. The concept of experience is built-
in to our existence as people, and so with that we could say that our experiences covers
everything personally encountered, undergone, or lived through [10]. UX is related, not only
to the characteristics of the designed system and the interaction, but also with the user’s
internal state, including his or her expectations, needs, mood and interests [23].

Law et al. [22, 9] cite there are many reasons that justify the complicated matter that
is it to get an universal definition of UX. One would the that UX is associated with a large
collection of hazy and dynamic concepts like aesthetic, affective and emotional variables.
The exclusion or inclusion of any values or attributes can be considered arbitrary considering
each author’s interest. A list of human factors could be considered as characteristics in this
case, for example, fun, pleasure, joy, surprise and others.

Other reason would be the fact that the unit of measurement of UX can be consid-
ered very pliable. It can range from one unique aspect of one individual users’ interaction
with an application to many aspects of many users’ interactions. And lastly, the scenery of
UX research is divided by different theoretical models that are stressing diverse ideas like
emotion, value, beauty, pleasure, etc.

According to Vermeeren et al. [24], the concepts of UX and usability can be inter-
twined. There have been attempts to demarcate boundaries in their definitions. Usability is
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incorporated by UX, since it tends to focus on task performance, while UX focuses on lived
experiences.

UX can be considered a consequence of an user’s inner state, including their ex-
pectations, needs, and also mood. Such factors are also related to the characteristics of the
designed system and the context in which the interaction occurs [23]. Promoting satisfactory
UX is key to the success of an application, considering that a captive user may be interested
in repeating the interaction. UX is considered dynamic due to the inner emotional state of
the user, which can be altered by different contexts of use during and after interacting with a
product. The aspects that can influence the experience can be split into two main parts: the
pragmatic quality, related to the performance of said task, and the hedonic quality, related to
the values of each user and their individual perceptions [25].

User satisfaction and contentment depends on existing needs, expectations, and
experiences and, therefore is subjective. Therefore, UX understanding might depend on
many aspects like length of usage time, frequency of usage, resources available and product
cycle [26].

UX can be thought as a technology that achieves more than just essential needs,
in a way that recognizes its use as a subjective, complex and dynamic encounter. UX is a
result of a user’s inner state, the characteristics of the designed system and the environment
within the interaction occurs [23].

In addition to that, even thought there is a large amount of factors that might influ-
ence a user’s UX with a system, Roto et al. [10] cites that the factors could be categorized
into three main groups: the context (both around the user and system), the user’s personal
state and system properties. However, in order to analyze the experience, the factors cited
above cannot be used to describe the UX, but factors and their main categories could de-
scribe the situation in which a user felt a particular experience, therefore these UX factors
assist in identifying reasons behind a certain experience [13].

The former ISO standard 9241 part 210 defined UX as "all aspects of the user’s
experience when interacting with the product, service, environment or facility. [. . . ] It in-
cludes all aspects of usability and desirability of a product, system or service from the user’s
perspective". According to Hassenzahl [27], the definition was too vague to be helpful, con-
sidering it states that "includes all aspects". And also, the term desirability could produce
more questions than answers.

The current ISO standard 9241 part 210 (2019) [28] defines UX as quoted by Frison
et al. [29] as "user’s perceptions and responses that result from the use and/or anticipated
use of a system, product or service”. And states that experience can “[...] occur before,
during and after use” and “[...] is a consequence of brand image, presentation, functionality,
system performance, interactive behavior, and assistive capabilities of a system, product
or service. It also results from the user’s internal and physical state resulting from prior
experiences, attitudes, skills, abilities and personality; and from the context of use.” Thus,
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Frison et al. [29] states that the user, the product, system or service and the context are the
main components of a user experience.

Hassenzahl [27] defines UX as a "momentary, primarily evaluative feeling (good-
bad) while interacting with a product or service" and justifies that definition by stating that
the attention should be on humans and feelings, the subjective side of product use and not
only on product and materials, such as content, functionality and presentation.

2.2 TIME SPAN AND UX

Roto et al. [10] point out the dynamic and multidisciplinary nature of UX, the leads
to many perspectives and definitions on it. The authors highlight the importance of thinking
of time spans when analyzing UX. The actual experience does not cover all relevant char-
acteristics of UX. Some aspects of UX do not belong within the actual experience of usage.
Time spans matter in specifying UX [14].

With that in mind, we can consider different time spans when talking about the user
experience. UX can refer to:

• a specific feeling during the interaction, which is referred to as Momentary UX,

• the appraisal of a specific experience episode, which is referred to as Episodic UX,

• views and consideration on a system as a whole, after several uses, known as Cumu-
lative UX,

• a period before the first use, or any of the other time spans, an experience episode or
any moment after taking a system into use, known as Anticipated UX.

Figure 1. Figure by Roto et al. [10] representing UX time spans.

The Figure 1 by Roto et al. [10] represents graphically the time spans of UX. When
they happen regarding the specific experience, how they are described and their respective
titles. The subfigures also shows with directive arrows how they can be cyclic.
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User expectation is one of the factors that can influence UX. Expectations can
be created by other people’s opinion or advertising and they can impact the way a user
approaches a system. Users create expectations on a product or system even before their
first encounter. Hedonic and pragmatic qualities of a said system can play an important role
in determining responses related to momentary feeling during usage. Users may change
their opinion of the product at the first encounter or during the actual experience [30].

According to Abro et al. [30], the notion of time is considered as a critical factor
to influence UX. There is no experience without time, therefore time and experience are
closely linked with each other. Time in UX can be classified into two: the physical and the
psychological. The first is time that can be measured with a clock and the second reflects
how the user feels time, through the person’s sense of estimation.

Unique episodes of experiences result in a reflection of the experience itself. Said
reflection usually represents the user’s general impression of a product and many aspects
are taken into consideration when thinking back on the total experience of use. The outcome
of Episodic UX is not necessarily the same as a summary of all Momentary UX, because the
perception of usage might change over time. When thinking back of the entire experience,
people can select only some elements to remember, either positive or negative, and those
will determine the overall opinion on the product [14].

Focusing on the time span of UX can help identify a user’s emotional responses
with accuracy. When focusing on longer periods of time, the impact of momentary experi-
ences may reveal their impact on cumulative UX. Roto et al. [10] uses the example of how
important a strong negative reaction can be. It may decrease after a successful outcome,
and the overall reaction may be remembered differently.

When the focus in only on the Momentary UX, the demands on design and assess-
ment are different than a focus on longer time spans. For long periods of usage, UX can
be seen as a lifecycle or journey, from the first encounter, through episodes of use and re-
flection on use. Previous experiences will have an impact and influence future experiences,
thinking back on one experience will create expectations or anticipations for future ones.

Abro et al. [30] stated that momentary experiences can give details on a users’s
emotional feedback. Therefore, it is important to clarify the time span, while assessing UX
of interactive systems in a particular context.

2.3 USER EXPERIENCE EVALUATION

In order to promote good experiences, it is necessary to understand the user’s
feelings. Checking for efficiency and the usability of the product is not a way to completely
understand how the users feel the experience. Several studies related to UX evaluation have
been written using both qualitative and quantitative analysis, so that we understand what the
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user feels while using the product and can not only measure the experience but also improve
it [31].

The abstract nature of UX makes it hard to guess what will be the outcome of design
decisions on the experience. It could be very complex for the design and development teams
to solve issues like social, emotional or aesthetic in a direct or explicit way. The design team
would need to identify applicable methods, tools and criteria that could be used to manage
the UX factors throughout the process of development [10, 22]

Given the complexity of UX, understanding how the user grades the experience
is a complicated task. To evaluate the UX, there is need to collect data related to aspects
of it. Some instruments used to collect these data are questionnaires or surveys, psycho-
physiological measures and observation [31, 32].

There is no overall accepted measure of UX, but there are many different ways
to assess it. There are evaluation methods that focus on whether an evoked emotion is
positive or negative. There are methods developed for evaluating unique UX qualities such
as frustration, satisfaction or fun. There are questionnaires evaluating the user’s perceptions
towards different aspects of the product and the experience. There are scales for effort
required to finish a task, cards used to describe feelings very quickly, and the list goes on
[13].

There are psycho-physiological measurements used to evaluate UX. Measure-
ments like heart beat, skin perspiration and facial motion can contain valuable information
about the emotional state of the user. The physiological reactions can be recorded by at-
taching sensors to the participant. This objective data can be used in combination with
self-report data to find out what the user experienced [33].

Zarour and Alharbi [25] performed a research in order to synthesize findings re-
lated to UX aspects and dimensions and identify measurement methods to merge into one
simplified UX theoretical framework. The authors express that their proposed framework is
crucial for practical applications, the development of evaluation methods and further theo-
retical studies around UX. In the study, there is some evidence that an UX measurement
method is a method to measure experience aspects and to gather information about the
fulfillment level of a certain aspect, depending on the product evaluated.

Väänänen-Vainio-Mattila et al. [34] stated that a development centered in the user
(User Centered Design or UCD) is the key to promoting good UX, because understanding
user’s needs and values is a good foundation for designing and evaluating possible solutions.

Isomursu [35] states that the UX is a subjective state and it does not have an ob-
jective reference, which therefore cannot be objectively measured. One user’s experience
cannot be experienced as such by another user. It is very complex for humans to compare
experiences when they are separated by time. The human memory on experiences is un-
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reliable, consequently also is recalling past experiences to compare with others or describe
them reliably after time has passes.

When it comes to measuring UX, the author draws attention to the importance of
evaluating before (the user’s expectation), during (the experience) and after product usage
(the user’s judgment). With that remark, the changing and subjective dynamic nature of UX
is clear: the expectations influence experience, experience influence judgments and these
judgments will set new expectations for further expectations and so on.

These expectations can be linked to the emotional state of each user. Hole and
Williams [36] proposed an evaluation method centered on emotion sampling. Users were
repeatedly asked about their current emotional state while using a product by going through
a number of questions. This method focused more on the experience itself. In the context
of product development and measurement by this method, we would have to go further and
establish a causal link between experience and product to know how the product affects the
measured experience. So the focus of the evaluation is not the experience itself but the
experiences cause by the product. [34]

Vermeeren et al. [24] analyzed methods for different time spans of UX. When dis-
cussing about the Momentary UX and its evaluation methods, the authors concluded that
the methods represented a range of techniques that included: questionnaires, self-reporting
questionnaires, thinking out loud techniques of observation and psycho-physiological mea-
sures.

The cited evaluation methods were said to have strong qualities for reasons re-
lated to validation, that is, combining at least two methods together. The study reported that
physiological measures were described as being non-disruptive and optimized the results
because of the lack of disturbance. The weakness informed was related to issues of practi-
cability or feasibility, such as expertise team, specific equipment and required software and
difficult data analysis, because of the evaluation instruments used [24].

2.4 ELECTROPHYSIOLOGIC MEASURES

Memory and emotion are parts of the user cognitive system, being inherent factors
instinctively activated, and not perceived by the user, unlike factors that capture attention,
such as interface elements or user’s choices, both equally important for evaluation. Addi-
tionally, UX is a combination of aspects, and it does not happen on the system, it happens
in the user’s mind [27].

In recent years, the study of emotions has increased due to the growing need for
applications capable of detecting the emotional state of users. An extensive part of the
research in this area has been dedicated to detection of emotions. Under controlled situa-
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tions, emotion detection computer systems are able to classify emotions with considerable
accuracy [16].

When considering how facial and voice information are related to behavioral ex-
pression, we can conclude that those can be consciously controlled and modified, and
therefore the interpretation is often subjective [16]. Nonetheless, emotions are not neces-
sarily manifested by means of facial expressions nor voice information. So, approaches that
may detect emotions have been proposed, such as skin conductance, breath, pupil dilation,
heart rate and sweat detection.

Many forms of detection for emotion identification are being used. A used measure
is skin conductance, that assesses the conductivity of the skin which is increased by stress.
In this case, the value of skin conductance is also associated with levels of excitement [18].

One more measure is the breath. A slow breath is associated to relaxation, while
a irregular rhythm, filled with variations of respiration associates to more aroused emotions
such as anger or fear. A further, measures of blood pressure and heart rate are variables that
relate with defensive reactions, pleasantness of a stimulus and basic emotions. Significant
changes in body temperature can be observed when dealing with stress [18].

The electroencephalography is the used signal to assess brain function by a set of
measurements of electrical potential differences between pairs of electrodes on the scalp.
The EEG signal does not capture the activity of a single neuron, but reflects the interaction
of millions of neurons in the brain [18].

According to Ramirez [16], the measured electrical activity in an EEG is distorted
by the tissue and skull between the electrodes and the neurons. This induces noise and
reduces the intensity of the recorded signals. In despite of this, EEG measurements still
provide important insight into the activity of the brain.

EEG measurements frequency ranges from 1 to 80Hz. The signal frequencies are
divided into bands, because specific frequencies are normally more notable in particular
states of mind. The most important frequency waves are the alpha waves (8-12Hz) and the
beta waves (12-30Hz). Alpha waves usually happen during awake relaxed mental states.
Beta waves are related to an active state of mind, usually during intense focused mental
activity. Alpha and beta wave activity can be used to detect emotional states of mind in
humans [16, 18].

Brain Computer Interface (BCI) devices enable the connection between the human
brain and a computer by capturing and analysing EEG signals to use them for controlling
external devices or measuring performance metrics. Figure 2 illustrates how the BCI works.
First, the brain activity is measured by the electrodes attached to the head. Later, the mea-
sured signal gets amplified and usually receives noise treatment. After that, the signal is
ready to be processed with the system’s algorithm of choice. And lastly, it is delivered to the
BCI application.
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Figure 2. The workflow of a BCI system [17].

The BCI Emotiv Insight device captures signals using a non-invasive method by
measuring from the scalp surface. The EEG signal is measured and processed directly
by the EmotivPRO software, developed by the same creators as the device. The software
allows to capture the so called metrics of performance which are definied as:

• interest,

• excitement,

• engagement,

• relaxation,

• focus, and

• stress.

These metrics of performance are obtained from the EEG brain activity and pro-
cessed by the EmotivPRO algorithms for cognitive states and presented in real time [21, 19,
16].

Since portable wireless devices became more available, the recognition of the
user’s emotions from EEG signals is attracting more attention [37]. There are different mod-
els of recognition, they use brain waves and patterns. The valence level represents a quality
of the emotion - from unpleasant to pleasant -, and the arousal level reflects a quantitative
level - from not aroused to excited. Russel [38] proposed the two-dimensional Arousal-
Valence model, Liu and Sourina [37] used the Valence-Arousal-Dominance, in which the
valence level, arousal and dominance are combined to form a total of eight emotions.
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There are an increasing number of algorithms to recognize emotions, they are com-
posed of extraction and classification. The combination of such values results into emotions.

The EmotivPRO software uses an algorithm to create the results of the perfor-
mance metrics scaled from 0 to 100. The algorithm includes 6 metrics and are explained as
it follows. The stress is a measure that representes the comfort with the current challenge.
The higher the stress, the higher the difficulty in completing a task. A low level of Stress
could improve productivity. [21]

The engagement metric is described as the conscious direction of attention towards
a task. It relates to alertness and measure the level of attention and engagement in the
moment. The engagement contrasts with boredom, the higher the attention and focus, the
higher the engagement metric. The interest is a level of attraction to the current moment,
environment or activity. The interest can be referred to as Valence. A low level of Interest
means aversion to the task, and contrariwise. [21]

The excitement level is a feeling of physiological arousal with a positive value. The
greater the increase in arousal and awareness, the great the output for excitement. The
measure of attention to a specific task is the measure of focus. The focus metric measures
the depth of attention and how frequently the attention changes between other stimuli. A
high level of switch of attention between tasks or stimuli indicates low focus and distraction.
The last of six defined metrics is Relaxation and it is a level of ability to disconnect and
recover from intense concentration. [21]

2.5 CONVERSATIONAL AGENTS

The act of searching is a dominant model for interacting with the web. Since the
search engine’s invention, we have become a searching culture. Users use search in the
daily life for the biggest variance of needs. Recently, a new platform has been named to
replace mobile apps and web sites: conversational agents [39].

Software applications that take part in text based conversations with users using
natural languages are conversational agents. Users manifest a growing interest in CAs for
productivity tasks, entertainment, and communication. The most successful applications in
usage include customer assistance, small talk, search tools and virtual assistants: Amazon’s
Alexa, Apple’s Siri, Microsoft’s Cortana and the Google Assistant are some of them [3].

Wilks [40] suggested a way of differentiating characteristics to select the terms.
From the author’s perspective, conversational agents are distinct by their function which is
to carry out tasks. Chatbots have no memory or knowledge but mimic conversation. Virtual
assistants mimic conversation and are able to keep personal knowledge of the user and
attempt to form a relationship with the user. Bors et al. [41] corroborates by stating that
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chatbots are usually used as an interface and are task oriented, while virtual assistants are
user focused.

The most common interface for assistants looks like online messaging, something
that the majority of users are used to daily. The interface patterns recall the usual sending
and receiving messages with other people. Recently, platforms allow chatbots to access
features like pictures, sounds and also access information like geographical position and
further online information from specific sources [3, 39].

These conversational agents such as virtual assistants are becoming pervasive in
most of devices to perform a variety of functionality [2]. The users may interact with their
devices through a virtual assistant with a conversational interface. They may search for
content, set a calendar appointment and other tasks [42].

According to Gruber et al. [43], if users are busy, distracted, or operating a vehi-
cle it may be difficult for them to interact with their devices effectively, in theses cases the
assistant that may be accessed with voice can be helpful. This assistant should provide an
interface between the human and computer. The user may engage in a form of dialog with
the assistant, either using voice or typing directly into the keyboard as in a chat, and ask or
demand for tasks, information, etc.

Bors et al. [41] justifies the growing attention to CAs by stating that people are
usually more comfortable when talking with each other than when operating technology,
because conversation is natural and innate to humans, therefore users might opt to interact
with technology in a more natural and traditional way.

Shawar [44] asked participants in a study to choose between using a chatbot or
Google’s search engine to perform search tasks and 47 percent chose the chatbot. Among
the participants’ answers, participants who chose the chatbot said that it was preferred be-
cause the chatbot had the ability to give direct answers, while Google would provide a page
of links available; and Google would return more links, which would increase the browsing
and searching time. The participants who preferred Google stated that their prior familiarity
with Google was a main aspect of choice, since they knew exactly how to use the engine.
And the other aspect was that it seemed more difficult to choose keywords to the chatbot.

Liu and Dong [45] conducted an experiment with a chatbot designed to assist stu-
dents in an University. The chatbot was designed to act like an assistant and answer ques-
tions, route navigation, set appointments, etc. In the results of this experiment, the tasks
with navigation showed an increase in the satisfaction in comparison to the mobile map app.
However, the study suggested that users had expectations towards the chatbot and would
lose patience quickly when it failed to prompt the response.

These user interfaces attempt to mimic the way humans communicate with each
other in order to make the interaction flow easier and more natural. There is a variety of
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features in which the interface can make the user feel more like talking to another human or
to a tool [46].

When users described the use of CA, they reported the use of a different language
in a way that they chose to leave unnecessary words behind, choosing only keywords. Also,
removing colloquial speaking, reducing the number of words used, speaking more slowly
and enunciating clearly were some of the tactics described by users. Several users reported
that they tried to engage a dialogue with a CA as if it were a person, and most of them said
they would not do it in public [47].
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3. METHOD

The study was organized according to the guidelines laid down in Wohlin et al. [48]
for experiments, including the phases of scoping, planning, executing, analysing, and pre-
senting results, along with the analysis and interpretation of the results to form conclusions.

In Section 3.1, the Research Question and plans regarding sample and variables
are defined. In Section 3.2, there is a guide to how the experiment was conducted.

This study and all its procedures involving human subjects were approved by the
ethics committee of the University of Passo Fundo under number 3.405.684. All participants
signed an Informed Consent Form.

3.1 PLANNING

During the planning, the hypotheses are formulated, along with the definition of par-
ticipants selection and the variables that will be used. Those elements together defined will
result in the preparation of the experiment to be executed. We defined a research question
to guide our study and be validated with the results.

• RQ1: Is there noticeable differences in the brain response of the users while interacting
in different ways?

To answer our RQ, we prepared ways of measuring the signals from each user
while interacting differently. Not only the EEG is going to present results of their brain waves
and its emotions in each moment of the experiment, but also the participants will be able to
present their sensations through questionnaires (listed and explained in Subsection 3.1.3).

3.1.1 Sample

We selected 36 participants from 23 to 55 years old up who had degrees in the field
of Computer Science or Engineering as they may be more familiar with the provided tools to
perform the tasks.

The participants were distributed in three groups by simple randomization, entirely
by chance with no regard to the will of participants’ condition nor preference [49].

Every group of participants searched the same items whilst interacting in one of
three different ways as follows:

• Group 1 was the control group, using the Google platform on the Google Chrome
browser
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• Group 2 was using Google’s Assistant using the device’s keyboard

• Group 3 was using Google’s Assistant using voice command

Group 1 was the control group who had no interaction with the assistant. Groups 2
and 3 interacted with the assistant, but in different ways: using keyboard and using voice.

Subjects also answered a background questionnaire characterizing the sample,
detailing gender, age, and previous experiences regarding search engines and virtual assis-
tants.

In the background questionnaire there were questions regarding participants’ age,
gender, last graduation and field of work. They were asked how frequently they used search
engines and if they were used for every day activities or work; if they had any experience
with virtual assistants or chatbots and what kind of experience they had with it.

3.1.2 Testing Environment

To perform the study, we secured a test environment previously assembled in a
study room. In this room, there is a desk facing a wall that provides little interaction and
close to no visual pollution. The participants were asked to seat facing the desk and the
wall. The place has adequate ambient light and no sound pollution. The room temperature
was preserved at 23◦C (73.4◦F) in all sessions.

Figure 3. Participant inside the environment created for the testing activities.
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Hence the participants were in a controlled environment, they had to wear the
helmet for 20 seconds to collect their initial performance metrics.

3.1.3 Assessment Frameworks

All participants filled out a background questionnaire, which was used to gather
information on their previous use and experience of the tools and to characterize the sample.

We collected a variety of information while observing participants interacting with
search tools in three different groups. The emotion recognition system used recorded EEG
data using the Emotiv Insight wireless headset.

The helmet captures brain waves through the activity of neurons, it is a non-invasive
method from the surface of the scalp. The helmet is connected to the EmotivPRO application
where the waves are processed in real time and merged into performance metrics [17, 21].

We used the EmotivPRO software for acquiring the EEG data from the Emotiv
headset while the participants were performing the tasks. This software is used to display
real time data streams such as raw EEG and Performance Metrics, as well as contact quality
and the battery level of the wireless device. The software also enables to record the metrics
during a moment of time.

Figure 4. Participant wearing the Emotiv Insight helmet.

The EEG signal is measured and processed directly by the EmotivPRO software
that was developed by the same creators of the helmet. The software allows us to capture
the metrics of performance definied as follows: interest, excitement, engagement, relaxation,
focus and relaxation [19].
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We do not have direct access to the algorithm relating to the emotional parameters
to raw EEG data due to intellectual property rights, the producer’s algorithm is not open
source. Nevertheless, studies have established the reliability of Emotiv’s EEG performance
and detection of emotions [16, 19, 18, 20, 50].

The Emotiv has 5 electrodes (hydrophilic semi-dry polymer) locating at channels
AF3, AF4, T7, T8, Pz and two additional sensors that serve as CMS and DRL reference
channels (on the left hemisphere of the head). The Emotiv Insight uses 5 data channels to
collect brain data. The sampling collected rate is 128Hz, the bandwidth is 0.5-43Hz, and the
digital notch filters are at 50Hz and 60Hz [21].

Figure 5. Emotiv Insight and its electrodes.

After each task, the participant had to fill out a Likert-based questionnaire, used
by Mandryk et al. [51], corresponding to how they felt regarding certain emotions during
the task they had just finished. This questionnaire collects information about how the par-
ticipants perceived the episode of experience they just had, their Episodic UX. The term
"episodic" suggests that there was a beginning and end of an interaction event and, there-
fore, can be used as instrument to evaluate the experience passed, when users rethink of
their Momentary UX. [52]

Bargas-Avila and Hornbæk [13] looked into the the most used way to collect data in
UX studies and states that the most recurrent pattern was a combination of measurements
during and after the experience. Mandryk et al. [51] states that while physiological mea-
sures can be used as objective indicators to measure UX; the subjective responses may
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not correspond to the actual experience, since they are cognitively mediated, they may not
accurately reflect what is occurring. Also, according to the authors, when being recorded,
participants may sometimes answer what they think they are supposed to, not being aware
of it.

That said, we can, very cautiously, expect to trace similarities between the overall
answers in the questionnaire and the overall results from the EEG. To the overall perception
of the words presented, we can expect that the average person would relate the emotions
on the questionnaire with their feelings like below:

• The higher the Stress, the more frustrated the participant felt;

• The higher the Engagement, the less Bored the participant felt;

• The higher the Interest, the less Bored the participant felt;

• The higher the Excitement, the more Fun the participant felt;

• The higher the Focus, the more Challenged the participant felt.

Therefore, the Stress, Excitement and Focus collected by the EEG would be directly
proportional to, respectively, Frustration, Fun and Challenge answered in the questionnaire.
While, however, the Engagement and Interest would be inversely proportional to Boredom.

They also filled out a SUS questionnaire [53] at the end of the experiment, which
was used to evaluate the overall experience regarding their opinion on the tool’s usability.

3.2 EXECUTION

The following subsection 3.2.1 explains how the experiment was conducted and
the collecting of data.

3.2.1 Testing Activities

The term of knowledge and acceptance and written informed consent was first
handed to each of the participants so they could read and decide whether they wanted to
be part of the study. After agreeing with the term, the participants had to sign to confirm the
consent. After that, the test could begin. At the beginning of each test, the charge on the
Emotiv Insight was checked, the participants had the headset positioned onto their heads
and connected to the software.

Our goal was to create different experiences for each group while using the same
tasks so that the interaction was the main change for analysis. Group 1 was the control
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group using Google’s search engine web site, Group 2 and 3 used Google’s Assistant, the
first using keyboard and the second voice.

The participants received the tasks explained in one sheet of paper, along with an
Apple iPad 2 unlocked, connected to the internet, and with the opened application to be
used to fulfill the tasks.

The tasks were the same for all three groups. The participants were asked to
search for an specific term first, and secondly read out loud a brief paragraph the participant
felt summed up the term’s definition.

The participants were not given instructions regarding the time of each task, they
were told to feel comfortable and that they had as much time to finish the tasks as needed.
The tests ranged between 5min and 19s and 11min and 6s.

The tasks were handed to the participants as it follows:

1. 1.1 Search high blood pressure

1.2 Read out loud a brief phrase or paragraph when you feel you found one that best
summarizes the definition you were looking for.

1.3 Search treatments for high blood pressure

1.4 Read out loud a brief phrase or paragraph when you feel you found one that best
summarizes the definition you were looking for.

2. 2.1 Search diabetes and its main types

2.2 Read out loud a brief phrase or paragraph when you feel you found one that best
summarizes the definition you were looking for.

2.3 Search treatments for diabetes

2.4 Read out loud a brief phrase or paragraph when you feel you found one that best
summarizes the definition you were looking for.

3. 3.1 Search chatbot

3.2 Read out loud a brief phrase or paragraph when you feel you found one that best
summarizes the definition you were looking for.

The tasks’ results were previously searched to adapt the task and foresee the re-
sults. The tasks in number 2 were more complex to find a single result and a brief definition,
therefore, the tasks 2.1, 2.2, 2.3 and 2.4 were supposed to take longer to be completed,
because the participant had to search beyond the first result, unlike tasks inside number 1
and 3. Task number 3 was supposed to be the fastest one of the bunch.

After each group of tasks the participant had to fill out a likert scale about their
Episodic UX [51], see Table 1. The participant rated Boredom, Challenge, Frustration, and
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1
Lower 2 3 4

5
Higher

Boredom
Challenge
Frustration

Fun

Table 1. Table representation of the likert scale each participant received to fulfill regarding
their thoughts on the task they had just finished. Each participant received three scales, one
for each bundle of tasks.

Excitement on a scale from 1 to 5, corresponding to how they felt during the task they had
just finished.

After all tasks, the participants were asked to answer a SUS questionnaire [53],
regarding the overall experience using the application.

The EmotivPRO software shows the EEG and calculates the performance metrics
in real time as it is shown in Figure 6, a screen capture of the system during one of the
participants’ recording, and the black vertical markers are the time stamps of each task.

The results of each metric at each task were collected like shown in Figure 7. Time
of task was crossed with the performances’ metrics and the results were put into tables.
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Figure 7. Figure representing how the recordings and the time stamps of data were col-
lected. The lines are the performance metrics changing through time during the test and the
red markings are when the performance metrics values were collected: at the time of each
task.

During the session, there was an observer collecting timing data from the partici-
pants’ tasks. The exact time of each beginning or ending of a task was taken into considera-
tion, as well as other variables that may have occurred during the session. These timing data
were later compared to the EEG data collected at the same time of the recorded session, as
shown in the representation in Figure 7.

In Figure 6 we have a screen capture of one of the tests presented. The colored
lines are presented by the software and they represent the variations of all six defined emo-
tions, in order from top to bottom: Stress, Engagement, Interest, Excitement, Focus and
Relaxation. The graph of emotions grows larger into the X axis as time passes by, whilst
that, the observer marks the time stamps of each task, so that we can later capture the
emotions felt during each one.

There were no interventions or interactions made by the observer, in order to avoid
bias.
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3.2.2 Statistical analysis

Each one of the 36 participants performed all 10 tasks, and each task carried its
own 6 values regarding the 6 emotions of that time stamp. Also, each participant filled out
3 likert scales regarding their Episodic UX and also a SUS questionnaire about the entire
experience, regarding the used tool’s usability. We used descriptive statistics to summarize
our data.

The Engagement variable from the EmotivPRO software measures the level of at-
tention and concentration on the task, which is, how much of each participant was into the
given task. Berka et al. [54] reported that the electrophysiological engagement measure
was related with task demand, including the requirement of needed attention and the level
and complexity of task processment.

McMaham et al. [15] explored results that suggested that electrophysiological en-
gagement measure reflected information about visual processing, and attention allocation.
Thus, we used engagement as the independent variable because the levels metric reflect
information about attention and may be the constant representation of the user’s immersion
to the experience of the task [54, 15].

For the descriptive statistical analysis, we paired the variables to Spearman’s cor-
relation. The selected independent variable chosen was Engagement, to be paired with all
the other five metrics, at the same time stamp and divided by Groups. To rank the correla-
tion between EEG variables, we used Engagement as the independent variable to associate
with all the other variables, while considering their values for the same task at the same time
stamp. We generated box plots and scatter plots to analyze the variables.
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4. RESULTS

EEG data was collected from 36 participants, 12 for each group, ranging from ages
of 23 to 53 (mean age = 30.83, σ = 7.18), see Figure 8. Groups 1 and 3 had equally 50%
of men and women, while Group 2 had 66% of women and 33% of men. All participants
reported they had no brain or cognitive dysfunctions.

Figure 8. Graph representation of the sample’s age divided by Groups.

Participants were asked how frequently they used search engines, all of Group 1
answered that they used it daily; 91% of Group 2 said that they used it daily and the other
9% chose frequently; in Group 3, 83% said daily and the other 17% chose frequently.

When asked about the use of search engines, 91% of Group 1 said they used it
both in their every day lives and work, whilst 9% said only work; all of the participants in
Group 2 said they used it both in their every day lives and work; and in Group 3 there were
33% saying they used it for work, while the other 66% chose every day life and work.

When asked about if they had any experience with chatbots, 50% of the participants
in Group 1 answered Yes and the other half said No. In Group 2, 58% answered Yes versus
the 42% that said No. In Group 3, 50% of the participants had had some kind of experience
versus the other half.

The participants that said they had previous experience with chatbots were asked
about what kind of experience they had. From the participants that said they had experience
in Group 1, 16% said they had experiences both as user and developer, and the other 84%
said they had experiences only as a user. In Group 2, 8% of the participants said they had
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experiences as a developer while 92% had experiences as a user. In Group 3, 25% of the
participants had developed chatbots while 75% had only been users.

The participants answered a likert scale regarding how they felt after each bundle
of tasks and a System Usability Scale, regarding the system they had just used. Therefore
Group 1 answered the SUS about the Google Search engine, Group 2 about using the
Assistant with keyboard and Group 3 about using the Assistant with voice interaction. The
mean of the results are on Table 2.

Group 1 Group 2 Group 3
Task 1 Task 2 Task 3 Task 1 Task 2 Task 3 Task 1 Task 2 Task 3

Boredom 2.083 2.333 2 1.833 1.583 1.333 1.667 1.833 2
Challenge 1.417 2.25 1.5 1.917 2.5 2.167 2.167 2.75 2.667
Frustration 1.5 1.833 1.667 1.833 1.833 1.833 1.667 2.75 2.333
Fun 3.167 2.417 2.917 2.167 2.25 2.667 2.583 2.5 2.833
SUS 83 85 76

Table 2. Table containing the sample’s Episodic UX likert scale results divided by tasks and
SUS questionnaire results, all divided by Groups.

For each participant, there were 66 collected values, representing every one of the
6 metrics provided by the software, in 10 different time of tasks plus the initial markings
collected. For all results, the mean, standard deviation and percentiles was calculated, the
results of the means are represented in Table 3.

For each performance metric, we generated box plot charts to represent the mini-
mum (the lowest data excluding outliers), the maximum (the highest data excluding outliers),
the sample median, and the first quartile (the middle value between the smallest and the
median of the dataset) and third quartile (the middle value between the largest and the me-
dian of the dataset). Any data not included between the above said was plotted as an outlier
with a dot. The groups were represented side by side by different colors and the metrics are
shown how they changed through time in Figures 9, 10, 11, 12, 13 and 14.
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Figure 9. Figure representing the Stress levels collected in each task, divided by Groups, in
a box plot chart.

Figure 10. Figure representing the Engagement levels collected in each task, divided by
Groups, in a box plot chart.

Figure 11. Figure representing the Excitement levels collected in each task, divided by
Groups, in a box plot chart.
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Figure 12. Figure representing the Focus levels collected in each task, divided by Groups,
in a box plot chart.

Figure 13. Figure representing the Interest levels collected in each task, divided by Groups,
in a box plot chart.

Figure 14. Figure representing the Relaxation levels collected in each task, divided by
Groups, in a box plot chart.

Statistical homogeneity was found between groups in tasks 1, 2 and 3, therefore,
tasks 1.1 and 1.2 were selected to represent the correlation analysis.
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The scatterplots in Figures 15, 16 and 17 represent the five correlations at the first
three time stamps, respectively: Initial, task 1.1 and task 1.2. Respectively, in correlation to
Engagement: Stress, Interest, Excitement, Focus and Relaxation.

Figure 15. Figure with the bundle of correlations of variables of the time stamp Initial.

In the Initial correlation in Figure 15, all groups have homogeneity in the correlation
of variables, as they were similar between the three groups.
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Figure 16. Figure with the bundle of correlations of variables of the time stamp 1.1.

In the Task 1.1 (Figure 16), the correlations in Stress, Interest, Focus and Relax-
ation remain the same for all groups. In the Excitement metrics in Group 3, the correlation
became negative, that is, as the Excitement in Group 3 got higher, the Engagement became
lower. The rest of the metrics remained similar as the Initial.

During the Task 1.2, there was still homogeneity for Stress, Focus and Relaxation.
The correlation for excitement in Group 3 changed, and the Excitement and Engagement
became more proportional. The Interest metric in Group 3 changed in this task, and it got
higher as the Engagement level got higher as well.
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Figure 17. Figure with the bundle of correlations of variables of Task 1.2.

4.1 VALIDITY THREATS

In order to reduce the possibility of threats to the experiment, some strategies were
applied considering levels as cited by Wohlin et al. [48]. Four types were considered: Con-
clusion validity, Internal validity, External validity, Confirmalibity and Credibility.

For Conclusion validity, the collected data was both collected by the software used
and also by the observer, to be later checked in together with the observations notes re-
sulting in a higher level of trust. For Confirmalibity and Credibility validity, several studies
regarding the used device and its software were analyzed in order to certify their source and
validation.
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For Internal validity, the participants were handed the instructions after the helmet
was set and ready to begin recording. During pilot tests, the users were able to rehearse the
tasks if the instructions were handed before the full set up, and that could be an influence
factor to the results.

For External Validity, as mentioned in the Section 3.1.1, the selected participants
were all from areas of technology in which they were used to similar technologies and would
not be disturbed nor feel unprepared when using the device. The more natural the way they
acted around the device, the less the perception of it would influence the results.
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5. DISCUSSION

There was no significant difference between the groups interacting differently in the
results from the EEG. The control group using Google’s search engine had an outcome that
was similar to the other groups. Interacting with search engines is a predominant mean of
navigation for most users [39]. This might be related to the fact that conversational agents
are ubiquitous in everyday life so the experience around them is quotidian. Also, literature
states that people engage psychologically when interacting with conversational agents much
like they do with other people, resulting in a close to conventional interaction [5, 47].

The stress level collected was higher in Group 3 with the assistant using voice
commands and that can be explained in the relation between the used tool and the stress
reaction. According to Kostov [55] when users are interacting with systems, as the realism
increases and makes the system act more like a human, the users tend to become less
tolerant to imperfections. That could play a part into elevating the stress levels, due to user’s
prior higher expectations. Also, people tend to assume that conversational agents are worse
at tasks than humans, and people tend to put extra effort into the choice of words so that the
CA understands. This could play a part into elevating the stress level as well, as in the fear
of failing to complete the task [5, 21].

Considering the stress as the challenge of the task, we should consider it as a part
of the UX but not essential, since it is an emotion very close to each individual’s personality
[56]. All of the participants were selected from the field of technology, so that they could be
more familiar with the technologies we selected, and they should not be a challenge to use
nor fulfill the tasks [47].

There was no significantly difference of engagement levels throughout the test be-
tween groups. There was a slight decrease in engagement in Group 3. As mentioned
before, Group 3 had the highest level of stress, which can be related to the lower engage-
ment, considering the more stressed the user, the less immersed. The engagement level,
as suggested, has a direct connection to the level of attention and concentration given to the
task. According to the researchers that developed the software used, it mostly measures
the level of immersion in the moment, being a mixture of attention and concentration. [21].

Theses results of small variance in the engagement corroborate with the results
obtained from Zabčíková [57]. When the author investigated the usability of Emotiv while the
participants were responding to visual and auditory stimuli, the engagement level had the
least variation. The reason for the small variance was that the participants were committed
to the task, and they did not lack a lot of concentration.

McMaham et al. [15] used the Emotiv during video game play to establish levels of
task engagement and found slight increase of the engagement levels during death events.
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The authors found that the higher levels of engagement may not suggest that the user was
more engaged nor aroused when the character died in the game, but that it reflected that
the user was entering a state of higher vigilance and concentration. Thus, it also endorses
the findings in this study, when we relate the engagement levels to levels of concentration.

In addition, Luger and Sellen [47] reported in a study with users interacting with
conversational agents that all users engaged a certain level of effort when speaking to en-
sure a successful interaction, and that appears to have a direct relation to the maintenance
of the level of engagement and concentration.

In comparison to this, excitement had the biggest differences between groups.
Group 1 had the lowest mean and the biggest variance, while Group 2 had the lowest vari-
ance and its mean was above Group 1. Group 3 had the highest levels of Excitement.
The excitement measure is described as a physiological arousal for a positive value. It is
characterized by activation in the sympathetic nervous system [21].

Žabčíková [57] found that when the participants when receiving visual or audi-
tory stimuli that related to them personally, their excitement levels increased. Luger and
Sellen [47] wanted to understand interactional factors by interviewing users of conversational
agents. The findings of interviews described that several users said they had attempted to
speak to the agent thinking of it as though it were a person and, as one might expect, that
may relate to the significant increase in the excitement level throughout the tasks.

A low level of interest performance metric would be a participant feeling reluctant to
a task, while the opposite would be how interested in or attracted to the task the user feels.
Considering the nature of the tasks being very user-friendly, these levels could show how
the participant felt towards each task [21, 47]. Not only, Luger and Sellen [47] stated that
a conversational interaction should be, ideally, immersive, and should result in spontaneous
involvement with “hypnotic effect”, which could explain the higher level of the interest metric
in Group 3, that was the group within a conversational interaction.

When we discuss the focus metrics, it is close to measuring the ability of attention
of the given moment. The focus was consistent among the 3 groups and had got lower
towards the end of the entire test. That could relate to the participants losing their attention
in the moment as the test became repetitive. The Relaxation metric tries to define the ability
of a participant to win back their equilibrium after a moment of loss of attention [21].

Considering all the data collected were emotions happening at the same moment
and derived from the same set of brain waves, we decided to analyze if any emotions had
an effect on the other, being the cause of increase or decrease of the similar.

In the initial time span, there was no significant difference between the groups,
the slight changes were in the interest and engagement correlation and, excitement and
engagement. However, there is no evidence of meaning for these correlations, since the
users were all in the same controlled environment waiting for the test to begin.
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In the first task, while the users were performing a search in all Groups, there was
homogeneity between all groups for stress, focus and relaxation. The excitement correlation
in Group 3 had a change in results. We could infer that the more excitement, the less im-
mersed and concentrated the user is, and consequently the engagement levels were lower,
given the correlation between the two variables.

Group 3 was the only one where users were experiencing listening to results, in-
stead of reading them from the tablet. According to Hiyoshi-Taniguchi et al. [58], this kind
of interaction can be linked to the excitement arousal, since human attention tends to de-
pend on information such as goals, objective assignments, and interpretation. When users
are performing a task with emotional qualities, they are linked to excitement levels, which
are directly related to a range of physiological responses like pupil dilation, eye widening,
sweat, increase of heart rate and muscle tension, and digestive inhibition. Those actions
can decrease the attention and focus, decreasing the detection of engagement [21].

During the second task, there was still homogeneity for stress, focus and relaxation.
The correlation for excitement became a lot more similar between the groups in comparison
to the first task, because now the interaction between groups were more alike, all the users
were in time to read out loud a brief definition found before.

The interest correlation had a significant increase in relation to the first task in
Group 3. That could relate to the emotional feel to the fact that users in Group 3 could feel
they were in a conversation, so both their engagement and interest increased.

When attempting to establish a correlation between electrophysiological measures
and questionnaires, the EEG collected measures are based on patterns of brain activity and
rely on physiological information that users cannot fully control. While the questionnaires,
not only are based on the evaluation of the participant about the experience episode, but
also can be answered inconsistently. [51, 52]

By tracing boundaries for the mean of the results, we can carefully associate re-
sults from the EEG and questionnaires, if they are above average, below, etc. The results
for Group 1 were very low in stress, which corroborates the questionnaire having low rate of
frustration. The engagement and interest were the highest points of the EEG results, which
again, corroborates the answers for boredom staying low in the questionnaire. The excite-
ment in Group 1 was low, which does not exactly match the answers in the questionnaire
stating a higher amount of fun. However, as mentioned, the excitement level has a quality
of relating to positive physiological arousal such as increase of heart rate and pupil dilation,
and these aspects do not always translate as fun for most people, so that could lead to a
mistaken interpretation of the results.

In Group 2, the EEG results of engagement and interest were the highest and the
stress was the lowest collected metric, confirming the low frustration stated in questionnaire
by the same group.
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In Group 3, the EEG metrics of Group 3 were low in Stress, confirming the ques-
tionnaire stating the low Frustration. Engagement and Interest were the highest metrics
collected in the EEG, in agreement with the low metric of boredom collected by the ques-
tionnaire.

The questionnaire of usability applied at the end of each test, had similar results
between Group 1 and Group 2, even though these groups were using different applications.
However they were both interacting using the keyboard, which can lead to an easement of
use, and a good level of reliability. Also, it corroborates with the fact that conversations tools
are quotidian, therefore their results for usability are almost identical to the results of the
most used model of interaction with the web [39].

Whislt that, the average of the SUS questionnaire in Group 3 was lower, while using
the same application in Group 2, except that In Group 3 they were interacting using voice.
So that leads us to understand that the voice command application, demanded higher effort
to use. This also endorses the fact that users reported that they had to chose more carefully
for keywords when speaking to the agent and enunciating well to be understood. [47]
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6. LIMITATIONS

The electrophysiological methods can have limitations in terms of the accuracy of
their outcome, considering the feeling of being part of a study in an observed environment
can lead to significant changes in the results produced by the tests. We can not prove them,
because the only way to test them is through these said environments.

Another limitation, as previously cited by Vermeeren et al [24], is the difficulty of
data analysis. The amount of data produced by the software can be overwhelming to ana-
lyze, added to the fact that the algorithm to process said data is not open sourced. There
are several studies that have used these equipment and software for scientifically purposes,
so we can infer through sources that they are worthy of trust [16, 19, 18, 20, 50].

Therefore, one more limitation if the use of the EEG provided by the Emotiv com-
pany. One future work could include comparision with different technologies and EEG hel-
mets. Using only one conversational agent is also a limitation for this study. For future
studies, it would be interesting to compare different conversational agents and validate if
their different algorithms influence in the Momentary User Experience.

Furthermore, we cannot make a general statement after a study involving a limited
number (36) of subjects. We generated a large amount of data, which was not be possible to
discuss all aspects collected in one study, so there should be further more investigation with
the sample provided from these tests. And also, there should be more studies increasing
the sample of the study to provide further knowledge.
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7. CONCLUSIONS

This study investigated the measurement of the Momentary UX and the differences
perceived between groups interacting differently. One of our contributions was the use of
the Emotiv Insight electroencephalogram to collect brain activity and analyze differences in
groups. There was difference in the user’s Momentary UX regarding their excitement levels
collected by the EEG when they were interacting with conversational agents by voice. One
of the reasons for this is justified by the emotional qualities brought by the similarity with a
human conversation, since the users were speaking and listening to the agent.

The main contribution is the comparison of using different forms to measure Mo-
mentary UX and inferring that the interaction using voice shows emotional differences. The
self-report questionnaires can be associated to the results of the EEG. More research should
be conducted to expand the understanding of Momentary UX and its perceptions while using
conversational agents. This study aims to offer a contribution that we hope would encourage
further studies on this subject.
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